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NEW QUESTION 1
Exhibit:

Set configuration context:

kubectl config

Context

It is always useful to look at the resources your applications are consuming in a cluster. Task

» From the pods running in namespacecpu-stress , write the name only of the pod that is consuming the most CPU to file /opt/KDOBGO030l/pod.txt, which has
already been created.

A. Mastered
B. Not Mastered

Answer: A
Explanation:

Solution:

BB Readme >_ Web Terminal Ll THELINUX FOUNDATION

gstudent@node—1:~5 kubectl top pods —-n cpu—-streas
HAME CPU{coresn) ¥ ORY (bytes)
max=load-98b9%as 68m M1

21m 6Mi

4 5m bM1

student@noda-1:+~5 acho "max-load-98b3%aa" > fopt/EDOBO0301/pod.txt

NEW QUESTION 2
Exhibit:

Set configuration context:

kubectl con '.fig

Context

A user has reported an aopticauon is unteachable due to a failing livenessProbe . Task

Perform the following tasks:

« Find the broken pod and store its name and namespace to /opt/KDOB00401/broken.txt in the format:

{namespacey/<pod>

The output file has already been created

« Store the associated error events to a file /opt/KDOB00401/error.txt, The output file has already been created. You will need to use the -0 wide output specifier
with your command

* Fix the issue.
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The associatedrdeployment could be

running w anyof the following

AAMESPaSes.

* 03
® test
. F}T oauction

®* alan

A. Mastered
B. Not Mastered

Answer: A
Explanation:

Solution:

Create the Pod: kubectlcreate-f
http://k8s.io/docs/tasks/configure-pod-container/

exec-liveness.yaml

Within 30 seconds, view the Pod events: kubectldescribepod liveness-exec
The output indicates that no liveness probes have failed yet:

FirstSeen LastSeen CountFrom SubobjectPath Type Reason Message
24s 24s 1{default-scheduler } NormalScheduled Successfully assigned liveness-exec to worker0

23s 23s 1{kubelet worker0} spec.containers{liveness} NormalPulling pulling image"gcr.io/google_containers/busybox"

23s 23s 1{kubelet worker0} spec.containers{liveness} NormalPulled Successfully pulled image"gcr.io/google_containers/busybox"

23s 23s 1{kubelet worker0} spec.containers{liveness} NormalCreated Created container with docker id86849c15382e; Security:[seccomp=unconfined]
23s 23s 1{kubelet worker0} spec.containers{liveness} NormalStarted Started container with docker id86849c¢15382e

After 35 seconds, view the Pod events again: kubectldescribepod liveness-exec

At the bottom of the output, there are messages indicating that the liveness probes have failed, and the containers have been killed and recreated.
FirstSeen LastSeen Count From SubobjectPath Type Reason Message

37s 37s 1{default-scheduler } Normal Scheduled Successfully assigned liveness-exectoworker0

36s 36s 1{kubelet worker0} spec.containers{liveness} Normal Pulling pulling image"gcr.io/google_containers/busybox"

36s 36s 1{kubelet worker0} spec.containers{liveness} Normal Pulled Successfully pulled image"gcr.io/google_containers/busybox"

36s 36s 1{kubelet worker0} spec.containers{liveness} Normal Created Created containerwithdocker id86849c15382¢; Security:[seccomp=unconfined]
36s 36s 1{kubelet worker0} spec.containers{liveness} Normal Started Started containerwithdocker id86849c15382e

2s 2s 1{kubelet workerQ} spec.containers{liveness} Warning Unhealthy Liveness probe failed: cat: can't open

‘lftmp/healthy": No suchfileordirectory

Wait another 30 seconds, and verify that the Container has been restarted: kubectl get pod liveness-exec

The output shows that RESTARTS has been incremented:

NAMEREADY STATUSRESTARTS AGE

liveness-exec 1/1Running 1m

NEW QUESTION 3
Exhibit:

Set configuration context:

use-context k8s

Context

A pod is running on the cluster but it is not responding. Task

The desired behavior is to have Kubemetes restart the pod when an endpoint returns an HTTP 500 on the

/healthz endpoint. The service, probe-pod, should never send traffic to the pod while it is failing. Please complete the following:

» The application has an endpoint, /started, that will indicate if it can accept traffic by returning an HTTP 200. If the endpoint returns an HTTP 500, the application
has not yet finished initialization.

» The application has another endpoint /healthz that will indicate if the application is still working as expected by returning an HTTP 200. If the endpoint returns an
HTTP 500 the application is no longer responsive.

« Configure the probe-pod pod provided to use these endpoints
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» The probes should use port 8080

A. Mastered
B. Not Mastered

Answer: A

Explanation:

Solution:

apiVersion:vl kind:Pod metadata: labels: test:liveness

name:liveness-exec

spec: containers:

-name:liveness

image:k8s.gcr.io/busybox args:

- /bin/sh

--C

- touch/tmp/healthy;sleep30;rm-rf/tmp/healthy;sleep600

livenessProbe: exec: command:

- cat

- tmp/healthy initialDelaySeconds:5 periodSeconds:5

In the configuration file, you can see that the Pod has a single Container. The periodSeconds field specifies that the kubelet should perform a liveness probe every
5 seconds. The initialDelaySeconds field tells the kubelet that it should wait 5 seconds before performing the first probe. To perform a probe, the kubelet
executes the command cat /tmp/healthy in the target container. If the command succeeds, it returns 0, and the

kubelet considers the container to be alive and healthy. If the command returns a non-zero value, the kubelet kills the container and restarts it.

When the container starts, it executes this command:

/bin/sh -c"touch /tmp/healthy; sleep 30; rm -rf /tmp/healthy; sleep 600"

For the first 30 seconds of the container's life, there is a /tmp/healthy file. So during the first 30 seconds, the command cat /tmp/healthy returns a success code.
After 30 seconds, cat /tmp/healthy returns a failure co

Create the Pod:

kubectl apply -f https://k8s.io/examples/pods/probe/exec-liveness.yaml Within 30 seconds, view the Pod events:

kubectl describe pod liveness-exec

The output indicates that no liveness probes have failed yet:

FirstSeen LastSeen Count From SubobjectPath Type Reason Message

24s 24s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to worker0

23s 23s 1 {kubelet workerQ} spec.containers{liveness} Normal Pulling pulling image "k8s.gcr.io/busybox" 23s 23s 1 {kubelet worker0} spec.containers{liveness}
Normal Pulled Successfully pulled image

"k8s.gcr.io/busybox™

23s 23s 1 {kubelet worker0Q} spec.containers{liveness} Normal Created Created container with docker id 86849¢15382e; Security:[seccomp=unconfined]
23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849c15382e

After 35 seconds, view the Pod events again: kubectl describe pod liveness-exec

At the bottom of the output, there are messages indicating that the liveness probes have failed, and the containers have been killed and recreated.
FirstSeen LastSeen Count From SubobjectPath Type Reason Message

37s 37s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to worker0

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Pulling pulling image "k8s.gcr.io/busybox" 36s 36s 1 {kubelet worker0} spec.containers{liveness}
Normal Pulled Successfully pulled image

"k8s.gcr.io/busybox™

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Created Created container with docker id 86849c15382e; Security:[seccomp=unconfined]
36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849c15382e

2s 2s 1 {kubelet worker0} spec.containers{liveness} Warning Unhealthy Liveness probe failed: cat: can't open ‘'/tmp/healthy': No such file or directory
Wait another 30 seconds, and verify that the container has been restarted: kubectl get pod liveness-exec

The output shows that RESTARTS has been incremented: NAME READY STATUS RESTARTS AGE

liveness-exec 1/1 Running 1 1m

NEW QUESTION 4
Exhibit:

Set configuration context:

kubectl
config use-context kBs

Given a container that writes a log file in format A and a container that converts log files from format A to format B, create a deployment that runs both containers
such that the log files from the first container are converted by the second container, emitting logs in format B.

Task:

* Create a deployment named deployment-xyz in the default namespace, that:

eIncludes a primary

Ifcencf/busybox:1 container, named logger-dev

eincludes a sidecar Ifccncf/fluentd:v0.12 container, named adapter-zen

*Mounts a shared volume /tmp/log on both containers, which does not persist when the pod is deleted

eInstructs the logger-dev container to run the command

The Leader of IT Certification visit - https://www.certleader.com



CertLeader@ 100% Valid and Newest Version CKAD Questions & Answers shared by Certleader

Toader of IT Cortifications https://www.certleader.com/CKAD-dumps.html (19 Q&AS)

echo "1 luv cncf" »»
tmp/log/input.log;
csleep 10@;

done

» The adapter-zen sidecar container should read /tmp/log/input.log and output the data to /tmp/log/output.* in Fluentd JSON format. Note that no knowledge of
Fluentd is required to complete this task: all you will need to achieve this is to create the ConfigMap from the spec file provided at /opt/KDMC00102/fluentd-
configma p.yaml , and mount that ConfigMap to /fluentd/etc in the adapter-zen sidecar container

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:

BB Readme  >_ Web Terminal L1 THELINUX FOUNDATION

studentlincde—-1:~5% kubectl create deployment deployment—xyz ——imaqe;lfccncffbuayhﬂu:l ——dry-run=c
oyment 3 - yml

» Tim deployment xy

BReadme  >_ Web Terminal L1 THELINUX FOUNDATION

appa/wvl
Deployment

deployment—xyz

deployment—xy=

deployment—xy=

ncf/busybox:l

"deployment xy=z.yml®™ 24L, 434C
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B8 Readme  >_Web Terminal Cl1 THELINUX FOUNDATION

Deployment

deployment—xy=z
deployment-xyz

deployment-xy=

deployment—xyz
mywoll

lfcencf/busybox:1
logger—-dew

mywoll
Jtmp/ log
lfeencE/ fluentd:vd. 12
adapterlzen
3 lines yvanked

BB Readme  >_ Web Terminal L1 THELINUX FOUNDATION

deployment—xyz

myvell
myvol2
logcont

lfccncf/buaybox:1
logger-dew

mywoll
Ftmp S log
lfcencf/fluentd:w0.12
adapter—zen

mywvoll
Jtmp/d log
mywvol?
ffluanthEtE

student@node-1:~§ kubectl create —f deployment xyz.yml

deployment . appa/deployment-xyz created
studentfnode-1:~5 kubectl get deployment

MAME BEADNY UE—-To—DATE AVATIARLE
deployment-xy= 0s/1 1 0
studentf@node—1:~5 kubectl get deployment

HAME BEADY UP-TO-DATE AVATILARLE
deployment-xyz 0s1 1 0
student@node—-1:~5 kubectl get deployment

HAME BREADY UB-TO-DATE AVAILABLE
r']-e-:I'l-'Ir'-_-‘rrn‘.-.:lr.—x}r?: 151 1 1
studentfnode—1:~5 [

student@node-1:~$ kubectl create —f deployment xyz.yml
deployment .appa/deployment-xyz created
studentfnode—1:~5 kubsctl get ZJHEJ-.::I}ITI:.H'HL

BLABE HEAIYVY UP—-Tro—DATE Aval LART.E
deployment-xyz 0/1 1 0
student@inode—1:~5 kubectl get deployment

HAME READY UP-TO-DATE AVATLARLE
deployment-—xyz 0/1 i 0
atudent@node—1:~5% kubectl get deployment

HAME BEADY UP-To-DATE AVAITABLE
deployment—xyz 171 1 1
atudentinode—1:~5 [
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NEW QUESTION 5
Exhibit:

Set configuration context:

KLU - T ! T B -
use-context k8s
Context
Your application’s namespace requires a specific service account to be used.
Task

Update the app-adeployment in theproductionnamespace to run as therestrictedserviceservice account. The service account has already been created.

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:

BAReadme  >_ Web Terminal C1 THELINUXFOUNDATION

astudentfinode-1:~5% 1}

dent@nmde—l:né E

NEW QUESTION 6

Context

Anytime a team needs to run a container on Kubernetes they will need to define a pod within which to run the container.
Task

Please complete the following:

* Create a YAML formatted pod manifest

/lopt/KDPDO00101/podl.yml to create a pod named appl that runs a container named applcont using image Ifccncf/arg-output
with these command line arguments: -lines 56 -F

* Create the pod with the kubectl command using the YAML file created in the previous step

* When the pod is running display summary data about the pod in JSON format using the kubectl command and redirect the output to a file named
/opt/KDPD00101/outl.json

« All of the files you need to work with have been created, empty, for your convenience

When creating your pod, you do not

&

need to specify a container command ,

only args.

A. Mastered
B. Not Mastered

Answer: A
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Explanation:

Solution:
student@node-1:~5 kubectl run appl -—-image=lfccncffarg-output ——dry-run=client —-o yaml > fopt/ED
FDOO101/podl . yml
student@necde-1:~% vim /opt/RDPD00101/padl. yml]}

BBReadme >_Web Terminal Ll THELINUX FOUNDATION

appl
appl

lfcencf/arg-cutput
appl

CluaterFirsat

Rlways

" /opt/KDEDO0101/podl. yml™ 15L,

BBReadme  >_ Web Terminal C1 THELINUX FOUNDATION

appl
appl

lfcencf/arg-output
appl

podfappl ecreated

student@node-1:~% kubectl get pods

HAME READY STATUS RE3TARTS3
appl o051 ContainerCreating
counter 1/1 Fumnming
liveness-http 1/1 Running

nginx—101 1/1 Bunmning
nginx-configmap 1/1 Running
Jl.-:_:[i:l.ar.-:-s:-.l:::t-:'l. 1/1 Rurl.r:ui:ll:_:l

pollex 1/1 Bunning
studentBnode-1:~% kubectl get pods

NAME READY STATUE RESTARTS
appl 1/1 Bunning

counter 1/1 Running
liveness-http 1/1 Running

nginx-101 1/1 Humnming
nginx-configmap 1/1 Running
nginx—secrat 1/1 Bunmning

poller 1/1 Running
student@nade—1: -5 kubsctl deletes [1:::1 H[1Ii-1.
pod "appl™ deleted

studentBnode-1:~5 vim faptfHDPDﬂzlﬂlprdl.ymll
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BAReadme >_ Web Terminal

ngin:
paller I Runni
studentiinode-1:~5%

E

counter 1/ Funning
; nning
Running

Running

RiifiTi 1 ng

| Bunning }
dentlifnode-1: k :ctl delete pod appl
Tappl™ de

HAME :

appl f Funning

counter
nning
nning
nning

.
nrning

Cl THELINUX FOUNDATION

pollerx
atudentifnode-1: t
HAME 3 F AT RESTARTS

liven h

nginx—-101

nginx-config

nginx Funning

poller f Running
studentBnode-1:~5 =sctl delete pod appl
pod Tappl®™ delet

atudentiino:

astudent@ a—] 2 =5

pod/appl created

studentfnode=-1:~5

HAME

lunning
Funning
nginx-101 1/ nning
nginx-configmap 1, nning
nginx—secret ! nning
poller
studenti@no
atudent@
studentln

NEW QUESTION 7
Exhibit:

Set configuration context:

Context

As a Kubernetes application developer you will often find yourself needing to update a running application. Task
Please complete the following:

» Update theappdeployment in the kdpd00202 namespace with a maxSurge 0f5% and a maxUnavailable 0f2%
« Perform a rolling update of the web1 deployment, changing the Ifccncf/ngmx image version to 1.13

* Roll back theappdeployment to the previous version

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:
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B Readme  >_ Web Terminal L1 THELINUX FOUNDATION

atudent@node—1:~% kubsctl edit deployment app —n kdpdﬂCED:I

LI THELINUX FOUNDATION

lfcencf/nginx:1.13
IfNotPres=nt

BEReadme  >_ Web Terminal L1 THELINUX FOUNDATION

ellout status d Y > app —n kdpdl( ]

finish: & out of 10 cas have n updated.
Wailting G ment - to finash: 7 ; of 10 new repli hawve n updated.
Waiting for de =T out to £i yh: T of 10 new rep s have been upda
Waiting ent ] finiah: 7T ; 10 new replicas hawe updated.
Waiting fo ployment o : fi hi: t of 10 new replicas have
Waiting ( ] app 1 inish: of 10 new r icas have
Waiting app™ rollout to finish: : 10 new replicas hawve en updated.
Waiti il | de ¢ rallaut Finish: out o :-:-*Iﬂ iecas hawve best 1|:I|:l.'=l-:-=.-.']_
Waiting ) rollout finisgh: 9 o o new replicas have been updated.
Waiting for de rollout to finiah: - ] new replicas | ; n updated.
Waiting deployment pp" rollsut te finish: 9 out o 0 new replicas have besn updated.
Waiting ( yvment ™ rollout finish: icaz are pending termination...
Waiting £ ( nent "app®™ rollout finish: 8 o ( L d replicas are available...
Waiting for de 1t “app”™ I out to finish: 0 up ed replicas are available
deployment

kubsctl rol -n kdpd

oo

10 new replicas hawve updated. .

Waiting de 1= "app™ rollout

Waiting for ¢ nent "app® rollout to finish:
Waiti gy = ( L¢ ent "app"™ rollout finish:
Waiting for ¢ 3 "app™ rolle finish:
Waiting depl nent "app"™ ] 1
Waiting

Waiting

Q

Fh oM FR o FR FR

10 new replicaa have en updated.

10 ne= e i : ween updated. .

o

10 hi van updated.
10 IE:

10 } : £
10 W re 1 E : Y v updated.

%]

: : 0 new replicas have be updated. .
Waiting ¢ 1 jal to fi 9 out o new replicas updated. .
Waiting C et ™ rellout t inis ld replicas are pending termi

Waiting for de ent "app™ rollout LNl £ SrE pET terming

Waiting for ¢ ] ™ rollout i : eplicas ar = ng terminat =
Waiting for ¢ Tt ¥ rollout to finish: 8 of 10 updated replicas are available.

'ii.-.l.i1.i.n.-:_.|' or depl vt "app to finish: of 10 updated :e-e-Illi.-'.'.. s are awvailable.
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